**MODULE 2 COMPLETE NOTES**

**Remote Procedure Call (RPC) is a protocol that one program can use to request a service from a program located in another computer on a network without having to understand network details. RPC is used extensively in distributed systems. Below is a table that outlines the importance of RPC and its relevance in the modern context, along with examples:**

| **ASPECT** | **IMPORTANCE OF RPC** | **MODERN DAY RELEVANCE** | **EXAMPLES** |
| --- | --- | --- | --- |
| **SIMPLICITY** | Eases development of distributed applications. | Remains essential for system design. | Microservices, Cloud computing |
| **INTEROPERABILITY** | Enables communication across different systems/languages. | Crucial in diverse tech environments. | Web services (SOAP, JSON-RPC) |
| **PERFORMANCE** | Efficient in distributed system communication. | Important, complemented by advanced techniques. | High-performance computing |
| **SCALABILITY** | Aids in building scalable systems. | Key in cloud computing and big data. | Load balancing, Distributed caching |
| **EVOLUTION** | Evolved from rigid and less secure to flexible and secure. | Modern variants integrate well with web tech. | gRPC, Thrift |

**gRPC:** Developed by Google, gRPC is a high-performance RPC framework that uses HTTP/2 for transport and Protocol Buffers as the interface description language. It's widely used in microservices, for example, enabling efficient communication between services in a cloud-native application.

**Thrift:** Created by Apache, Thrift is a scalable cross-language service development framework. It combines a software stack with a code generation engine to build services that work efficiently between C++, Java, Python, and other languages, often used in scalable backend services like those in social media platforms.

**Example:** Imagine you have a service that adds two numbers together. You want this service to be accessible from different programming languages, like Python and Java.

First, you define the service in a Thrift Interface Definition Language (IDL).

**HTTP/2** is the second major version of the HTTP network protocol, used by the World Wide Web. Here are two key points about HTTP/2:

1. **Performance Improvement:** HTTP/2 introduces several features aimed at reducing latency and improving overall web performance, such as multiplexing (multiple requests and responses in parallel over a single TCP connection), header compression, and prioritization of requests.
2. **Backward Compatibility:** It maintains high-level compatibility with HTTP/1.1, meaning that concepts like HTTP methods, status codes, URIs, and header fields remain the same. However, it differs in how the data is framed and transported between the client and server.

An example of its use is in modern web browsers and web servers, which utilize HTTP/2 to load webpages faster and more efficiently than the older HTTP/1.1.

**High-performance computing (HPC)** refers to the practice of aggregating computing power in a way that delivers much higher performance than one could get out of a typical desktop computer or workstation. The primary goal is to solve large problems in science, engineering, or business that require vast amounts of computing resources.

**Examples of HPC applications include scientific research, financial modelling, oil and gas exploration, advanced rendering and graphics for movies, and complex data analysis tasks in fields like genomics and astrophysics**.

| **COMMUNICATION MODEL** | **DESCRIPTION** | **EXAMPLES** |
| --- | --- | --- |
| **Client-Server Model** | Centralized server provides resources or services to client machines. Clients request services; the server processes and returns responses. | Web browsing (Apache server serving web pages to browsers), Email (Gmail server and clients) |
| **Peer-to-Peer (P2P) Model** | All nodes (peers) have equal capabilities and responsibilities, sharing resources directly without a centralized coordinator. | File sharing (BitTorrent), VoIP (Skype) |
| **Publish-Subscribe Model** | Publishers send messages without knowing receivers (subscribers), who receive messages based on subscriptions. Often involves a message broker. | News feeds (RSS), Real-time stock market updates |
| **Request-Response Model** | One node requests information or action, and another node responds. Often seen as a subset of client-server architecture. | RESTful APIs (web services responding to HTTP requests), Database queries |
| **Message Queuing Model** | Messages are sent to a queue and stored until processed by a receiver. This decouples the sender and receiver processes. | Message-oriented middleware (IBM MQ), Job scheduling systems |
| **Distributed Objects Model** | Objects distributed across networked environments, allowing remote invocation and object interaction. | CORBA (Object Request Brokers), Java RMI (Remote Method Invocation |

**RPC (Remote Procedure Call) and RMI (Remote Method Invocation)** are both techniques for invoking code across a network, but they differ in their approach and usage.

* **RPC:** It's language-agnostic and focuses on calling procedures (functions) on remote systems. Example: A Python client invoking a C++ function on a server for data processing.
* **RMI:** Specifically designed for Java, it enables invoking methods on remote Java objects as if they were local. Example: A Java client application interacting with a remote Java server to access database records through Java object methods.

**REVIEW OF DESIGN ISSUES AND CHALLENGES FOR BUILDING DISTRIBUTED SYSTEMS**

| **DESIGN ISSUE/CHALLENGE** | **DESCRIPTION** | **EXAMPLES** |
| --- | --- | --- |
| **Heterogeneity** | Integrating diverse hardware, software, networks, and data formats. | Combining Linux and Windows servers, different database systems (SQL and NoSQL). |
| **Scalability** | System's ability to handle growing workload or expand in response to demand. | Scaling a web application from handling hundreds to millions of users. |
| **Fault Tolerance and Reliability** | Ensuring system reliability and consistency despite failures. | Implementing redundancy in cloud storage, automatic failover for servers. |
| **Concurrency** | Managing multiple concurrent operations and data consistency. | Concurrent user transactions in a banking system. |
| **Transparency** | Making distributed systems as easy to use as a single-user system. | Providing a unified file system view in a distributed file system like NFS. |
| **Security** | Protecting against unauthorized access and attacks. | Securing data communication in a distributed network using encryption. |
| **Latency and Performance** | Optimizing response time and throughput over a network. | Reducing latency in a global content delivery network (CDN) like Akamai. |
| **Resource Sharing and Management** | Efficient allocation and management of resources across the network. | Load balancing in a distributed computing environment like Google Cloud Platform. |
| **Network Issues** | Handling network delays, bandwidth limitations, and connectivity losses. | Optimizing performance over varying network conditions for a video streaming service. |

**This table provides a blend of the technical aspects of distributed systems concepts with their more relatable, non-technical analogies, aiding in understanding their importance and application in both technical and everyday contexts.**

\*\*\*\*\*\*\*\*\*

**DIFFERENT PROTOCOLS, PORTS AND DESCRIPTION**

| **PROTOCOL** | **STANDARD PORT NUMBER** | **DESCRIPTION** |
| --- | --- | --- |
| **HTTP** | 80 | Used for transferring web pages (Hypertext Transfer Protocol). |
| **HTTPS** | 443 | Secure version of HTTP (Hypertext Transfer Protocol Secure). |
| **FTP** | 21 | File Transfer Protocol for transferring files. |
| **SFTP** | 22 | Secure File Transfer Protocol, typically run over SSH. |
| **SMTP** | 25 | Simple Mail Transfer Protocol for email transmission. |
| **IMAP** | 143 | Internet Message Access Protocol for email retrieval. |
| **IMAPS** | 993 | Secure version of IMAP. |
| **POP3** | 110 | Post Office Protocol version 3 for email retrieval. |
| **POP3S** | 995 | Secure version of POP3. |
| **SSH** | 22 | Secure Shell for secure network operations. |
| **Telnet** | 23 | Telnet protocol for bidirectional text communication. |
| **DNS** | 53 | Domain Name System for translating domain names to IP addresses. |
| **DHCP** | 67, 68 | Dynamic Host Configuration Protocol for assigning network configuration. |
| **SNMP** | 161, 162 | Simple Network Management Protocol for network management. |
| **LDAP** | 389 | Lightweight Directory Access Protocol for accessing directory services. |
| **LDAPS** | 636 | Secure version of LDAP. |
| **TFTP** | 69 | Trivial File Transfer Protocol, a simple version of FTP. |
| **RTP** | Dynamic | Real-time Transport Protocol typically used in streaming media. |
| **SIP** | 5060, 5061 | Session Initiation Protocol for voice and video calls over IP. |
| **RDP** | 3389 | Remote Desktop Protocol for remote system control. |

**Ephemeral ports:** A short-lived transport protocol port for Internet Protocol (IP) communications that is automatically assigned to a client session by a host's IP stack software is known as an ephemeral port number. *Ephemeral ports differ from regular or well-known port numbers in a few areas and are utilized on the client side of a client-server communication session.*

**Goal:**

***Standard Port Numbers:*** Server processes use these to offer popular services (e.g., HTTP on port 80). The well-known port number is used as the destination port by clients connecting to a service in order to access that service.

*When starting a communication session, the client side uses ephemeral port numbers. Multiple sessions can operate simultaneously on the client device without causing port conflicts because they are automatically assigned to the client's end of the connection.*

**Range:**

***Standard Port Numbers***: Also referred to as well-known ports, they normally fall between **0 and 1023**. Additionally, **some services make use of registered ports 1024 through 49151**.

***Transient Port Numbers:*** The operating system and its configuration affect the range. **They used to be between 1024 and 5000, but more recent systems have wider ranges**. For instance, **many Unix-like systems utilize 32768 to 60999, whereas Windows may use 49152 to 65535.**

**Duration:**

*Standard port numbers are those that are dependable and regularly linked to particular services.*

*Ephemeral port numbers are those that are transient and usually only exist while a client connection is open.*

Ephemeral port numbers can be assigned starting from the first number outside the range of well-known and registered ports, which usually starts at **49152 and goes up to 65535**, however this might change depending on how the system is set up.

**\*\*\*\*\*\*\*\*\*\***

**Top of Form**

**M2: LOGICAL CLOCKS & VECTOR CLOCKS**

A **logical clock in distributed systems** is a mechanism for ordering events in a system where it is not feasible to synchronize physical clocks. Unlike physical clocks that measure actual time, logical clocks are used to capture the order and causality among events.

**Logical Clock:**

* **Purpose:** Provides a way to order events and determine causality in a distributed system.
* **How It Works:** Assigns timestamps to events in a way that reflects the causal relationships. If event A causally precedes event B, the timestamp for A is less than that for B.
* **Example:** In a distributed database like Apache Cassandra, Lamport timestamps (a type of logical clock) are used to order operations and resolve conflicts when data is replicated across multiple nodes.

**Physical Clock:**

* **Purpose:** Measures the actual time, often synchronized with a standard time source.
* **How It Works:** Relies on the physical passage of time, typically synchronized using protocols like NTP (Network Time Protocol).
* **Example:** Financial trading platforms use synchronized physical clocks to timestamp transactions, ensuring a precise and fair ordering of trades.

The key difference is that logical clocks are concerned with the sequence and causality of events, not the actual time at which events occur, making them particularly useful in environments where maintaining a synchronized time across all nodes is impractical or impossible.

**The Network Time Protocol (NTP)** is a networking protocol for clock synchronization between computer systems over packet-switched, variable-latency data networks. It operates by having client computers request the current time from a server and uses algorithms to compensate for delay variability in network traffic, thereby achieving high accuracy timekeeping, often within milliseconds of Coordinated Universal Time (UTC).

A practical example is in data centers, where servers running databases and web services use NTP to ensure that their internal clocks are synchronized. This synchronization is crucial for tasks like coordinating transaction timestamps in financial systems, organizing logs in security systems, or synchronizing data replication among distributed databases.

**Synchronization of transaction timestamps in financial systems is crucial due to the following reasons:**

1. **Accuracy and Fairness:** In financial markets, the timing of transactions can affect their legality and fairness. A difference of even milliseconds can impact the order of trades, potentially leading to significant financial consequences. Accurate time-stamping ensures that trades are executed in the correct sequence.
2. **Regulatory Compliance:** Many financial markets are governed by regulations that require precise time-stamping of transactions. For example, regulations like MiFID II in Europe mandate accurate record-keeping of trade times to enhance market transparency and protect investors.
3. **Audit and Dispute Resolution:** Accurate time-stamping is essential for audit trails. It allows for effective analysis and investigation of financial transactions, which is vital for resolving disputes, identifying market abuse, or detecting fraudulent activities.
4. **Synchronization Across Multiple Entities:** Financial markets operate globally and involve multiple entities like exchanges, brokers, and clearing houses. Synchronized timestamps ensure consistency across these diverse systems, which is essential for the smooth operation of global financial markets.

In summary, in the highly competitive and regulated world of finance, where transactions occur rapidly and across different regions, precise time synchronization is not just a technical requirement but a fundamental necessity for operational integrity, legal compliance, and maintaining trust in financial systems.

\*\*\*\*\*\*\*\*\*\*

**THIS TABLE PROVIDES AN OVERVIEW OF HOW LOGICAL CLOCKS FUNCTION IN DISTRIBUTED SYSTEMS, ILLUSTRATING THE CONCEPT WITH BOTH TECHNICAL AND EVERYDAY EXAMPLES TO HIGHLIGHT THE PRACTICALITY AND NECESSITY OF SUCH MECHANISMS IN COORDINATING COMPLEX, DISTRIBUTED TASKS, AND ACTIVITIES.**

| **ASPECT** | **TECHNICAL DESCRIPTION** | **NON-TECHNICAL DESCRIPTION** | **TECHNICAL EXAMPLE** | **NON-TECHNICAL EXAMPLE** |
| --- | --- | --- | --- | --- |
| **IMPLEMENTATION OF LOGICAL CLOCK** | Each node in a distributed system maintains a local logical clock, incrementing it with each local event and adjusting it based on received messages. | Imagine each participant in a group project has their own stopwatch, which they use to timestamp their updates. | In a distributed database, each node timestamps data modifications with its local clock. | In a team project, each member timestamps their contributions when they add to the project. |
| **PARTIAL ORDERING OF EVENTS** | Logical clocks allow for the partial ordering of events based on causality, not a total chronological order. Organizing a sequence of actions based on their logical sequence rather than the time they occurred. | It's like sequencing actions based on their impact on subsequent actions, rather than when they happened. Logical clocks in a distributed system order events based on cause and effect, not by real-time. | During a live-streamed cricket match, different cameras capture moments (like a catch or a run) and these clips are sequenced to create a coherent narrative of the match. | Organizing a cricket training session where the sequence of exercises (warm-up, skill drills, practice matches) is based on their training effectiveness, not the time they are initiated. |
| **STEP 1: EVENT OCCURRENCE** | Each node increments its logical clock for every event (e.g., sending/receiving a message). | Each group member marks their progress every time they complete a part of their task. | In cricket, each ball bowled is an event. Every ball increments the 'over' count, like a logical clock. | Each bowler records the number of balls they've bowled in their spell, akin to maintaining a personal log of overs. |
| **STEP 2: SENDING MESSAGES** | When a node sends a message, it includes its current logical clock value. | When a team member sends an update, they include the time from their stopwatch. | In a cricket match, every ball bowled is recorded with its exact time, like a ball bowled at 3:05 PM. This timestamp is crucial for match records, statistics, and analysis. | A cricket team captain sends a message to team members about the time they plan to start the team's batting practice, e.g., "We'll start batting practice at 10 AM." |
| **STEP 3: RECEIVING MESSAGES** | Upon receiving a message, a node updates its clock to reflect the received information and its own state. | On receiving an update, team members adjust their understanding of the project timeline. | In a live cricket scoring system, when the scoring node receives updated information about a recent boundary, it adjusts its score record to reflect this latest event. | A cricket coach adjusts the team's training schedule based on a message from a player who will arrive late, ensuring the training activities align with the player's arrival. |

**MiFID II stands for the "Markets in Financial Instruments Directive II."** It is a legislative framework instituted by the European Union (EU) to regulate financial markets in the EU and improve the functioning of financial markets making them more efficient, resilient, and transparent. It also aims to increase investor protection. MiFID II is a revision of the original MiFID (Markets in Financial Instruments Directive) that was applied in 2007.

In distributed systems, a **logical clock framework** provides a way to order events in a system where physical time synchronization is impractical or impossible. Below is a table describing the framework of logical clocks in distributed systems, along with explanations and examples:

| **FRAMEWORK/CONCEPT** | **EXPLANATION** | **LIVE EXAMPLES** |
| --- | --- | --- |
| **Lamport Timestamps** | Assigns a numerical timestamp to each event, ensuring that if event A causally precedes event B, then the timestamp of A is less than that of B. It's useful for ordering events in a distributed system. | Used in distributed databases like Apache Cassandra to resolve conflicts. |
| **Vector Clocks** | Extends Lamport timestamps by capturing causality between different processes. Each element of a vector clock is a counter for how many events have been seen by each process. | Implemented in version control systems like Git to track changes across distributed repositories. |
| **Matrix Clocks** | A further extension of vector clocks, where each process maintains a vector for every other process, providing a complete causal relationship view. | Used in complex distributed systems for debugging and understanding inter-process communications. |
| **Physical Time Synchronization** | Aligns the system's physical clocks as closely as possible, often using protocols like NTP (Network Time Protocol). While not a logical clock, it's a related concept in distributed time management. | Critical for transaction ordering in financial trading platforms and datacentre management. |

**These logical clock frameworks are vital for maintaining a consistent order of events in distributed systems, which is crucial for tasks like concurrency control, event ordering, and ensuring data consistency across distributed databases and applications.**

\*\*\*\*\*\*\*\*\*\*

**LAMPORT LOGICAL CLOCKS** are a method for determining the order of events in a distributed system.

| **ASPECT** | **TECHNICAL EXPLANATION** | **NON-TECHNICAL EXPLANATION** | **TECHNICAL EXAMPLE** | **NON-TECHNICAL (CRICKET-RELATED) EXAMPLE** | **ADVANTAGES** | **DISADVANTAGES** |
| --- | --- | --- | --- | --- | --- | --- |
| **What are Lamport Logical Clocks?** | A mechanism for ordering events in a distributed system without relying on synchronized physical clocks. It uses counters to record the sequence of events. | A way to keep track of events' sequence in different places, like noting the order of runners finishing a race from different locations, without synchronized watches. | In a network of computers, each computer increments its counter when an event occurs and sends the value with messages. The receiving computer updates its counter to the maximum of its current value and the received value. | In a cricket match played in different locations, each time a player scores, the scoreboard updates. When scores are communicated between locations, the highest score is recorded, ensuring a consistent order of scoring. | Provides a simple and efficient way to order events; does not require physical time synchronization. | Cannot measure the actual time between events; limited to ordering events. |

* **NON-TECHNICAL EXPLANATION QUERY ANSWER**

**Imagine a scenario where runners are participating in a relay race across different locations.**

**Each runner has a notebook to record when they pass the baton, but they don't have synchronized watches.**

**When Runner A in Location 1 passes the baton, they write "1st pass" in their notebook.**

**Runner B in Location 2, upon receiving the baton, sees "1st pass" written and adds "2nd pass" in their notebook.**

**This process continues with each runner, ensuring they record the sequence of the baton being passed, even without knowing the exact time of each pass.**

**In this way, even without synchronized timing, the runners maintain an accurate sequence of the baton passing from one to the next.**

* **TECHNICAL EXAMPLE EXPLANATION QUERY ANSWER**

**Imagine two computers, A and B, in a network. Both start with a counter set to 0.**

**Computer A performs an operation (like saving a file) and increments its counter to 1.**

**Computer A then sends a message to Computer B, including its counter value (1).**

**Upon receiving the message, Computer B compares the received counter (1) with its own (0). Since 1 is greater than 0, Computer B updates its counter to 1 and then increments it to 2.**

**This way, Computer B's counter reflects not only its own events but also accounts for the events in Computer A, maintaining a consistent order of events across both computers.**

* **NON-TECHNICAL (CRICKET-RELATED) EXAMPLE QUERY ANSWER**

**Consider a simplified example with cricket scores:**

**Imagine two cricket matches happening simultaneously in different locations, Location A and Location B.**

**In Location A, the score reaches 100 runs, and this score is communicated to Location B.**

**At that time, Location B's score is 80 runs. They update their record to acknowledge that 100 runs have been scored in Location A.**

**When Location B's score surpasses 100, say reaching 120, this new score is communicated back to Location A.**

**In this way, both locations keep track of the highest score achieved in either match, ensuring a consistent and up-to-date record of the scoring progression across both games.**

**IMPLEMENTATION IN SIMPLE STEPS:**

1. **Initialization:** Each process in the system initializes its clock (a simple counter) to zero.
2. **Event Occurrence:**
   * When a process experiences an internal event (like a computation), it increments its clock.
   * For a sending event (message sent), the process increments its clock and includes the clock value in the message.
   * For a receiving event (message received), the process sets its clock to the maximum of its current clock value and the received timestamp, then increments it.
3. **Ordering Events:**
   * If one event's timestamp is less than another's, the first event is said to have happened before the second.
   * This ordering helps to establish a causal relationship between distributed events.

This system allows for coordination and ordering in a distributed system, which is essential for consistency, especially in environments where physical time synchronization is challenging or impossible. **However, it's important to note that while Lamport clocks order events, they do not measure the time elapsed between them.**

**^^^^^^^^^**

**Vector clocks** are a method for determining the partial ordering of events in distributed systems.

| **ASPECT** | **TECHNICAL EXPLANATION** | **NON-TECHNICAL EXPLANATION** | **TECHNICAL EXAMPLE** | **NON-TECHNICAL (CRICKET-RELATED) EXAMPLE** | **ADVANTAGES** | **DISADVANTAGES** |
| --- | --- | --- | --- | --- | --- | --- |
| **What are Vector Clocks?** | A mechanism in distributed systems for tracking the causal relationships between different processes' events. Each process maintains a vector of counters, updated upon sending or receiving messages. | Like a team of reporters at different cricket matches, each keeping track of not just their match’s scores but also updates from other matches. | In a network of computers, when one computer sends a message, it increments its position in the vector and sends the vector with the message. The receiving computer then updates its vector with the maximum value for each position. | Imagine several cricket matches happening simultaneously. Each scorer not only tracks their match's score but also receives updates from other matches, keeping a record of all scores to maintain the sequence of scoring events. | Enables tracking the causal order of events; more informative than Lamport clocks; suitable for complex distributed systems. | More complex than Lamport clocks; higher overhead; vectors can grow in size with the number of processes. |

**A MECHANISM IN DISTRIBUTED SYSTEMS FOR TRACKING THE CAUSAL RELATIONSHIPS BETWEEN DIFFERENT PROCESSES' EVENTS. EACH PROCESS MAINTAINS A VECTOR OF COUNTERS, UPDATED UPON SENDING OR RECEIVING MESSAGES - QUERY ANSWER**

**A vector clock in the context of distributed systems is a data structure used by each computer (or node) in the network to record the temporal ordering of events. It's not physically "embedded" in the hardware but is instead a component of the system's software. Here's a breakdown of what a vector clock is and how it works:**

**What is a Vector Clock?**

1. **Structure: A vector clock is a vector (array) of integers. In a system of N computers (or nodes), each vector clock has N elements.**
2. **Purpose: It's used to track the causal relationships between events in different parts of a distributed system.**
3. **Functioning: Each element in the vector clock represents logical time for a particular node in the system. The entire vector clock represents a global timestamp across all nodes.**

**How Vector Clocks Work in Each Computer:**

1. **Initialization: Each computer in the network initializes its vector clock with all elements set to zero. If there are N computers, each vector clock will have N elements.**
2. **Event Tracking:**
   * **Internal Events: When a computer performs an internal event (like updating a file), it increments its own element (logical clock) in its vector clock.**
   * **Communication Events: When a computer sends a message, it attaches its current vector clock to the message. Upon receiving a message, the receiving computer updates each element in its vector clock to the maximum value of its current value and the received value.**
3. **Software Implementation: Vector clocks are implemented in the software layer of distributed systems. This involves programming the nodes to maintain and update their vector clocks according to the rules of the system's communication protocol.**
4. **Use in Algorithms: Vector clocks are often used in distributed algorithms, especially those that require an understanding of event orderings, like database replication, distributed debugging, and consistency protocols.**

**Example:**

* **Suppose there are three computers, A, B, and C, each with a vector clock of three elements.**
* **Initially, all vector clocks are [0, 0, 0].**
* **If Computer A performs an operation, it updates its vector clock to [1, 0, 0].**
* **If A sends a message to B and B receives it, B updates its vector clock to [1, 1, 0], indicating it has seen A's first operation and its own first operation (the receipt of the message).**

**In summary, vector clocks are a conceptual tool used in distributed systems software to keep track of the relative ordering of events, ensuring that all parts of the system can have a consistent view of the system's state.**

**^^^^^^^^^**

**ENABLES TRACKING THE CAUSAL ORDER OF EVENTS; MORE INFORMATIVE THAN LAMPORT CLOCKS; SUITABLE FOR COMPLEX DISTRIBUTED SYSTEMS. - QUERY ANSWER**

**Let's use two cricketing examples to illustrate how vector clocks enable tracking the causal order of events, making them more informative than Lamport clocks, especially in complex systems.**

**Example 1: Coordinating Score Updates Across Multiple Matches**

**Imagine three cricket matches happening simultaneously in different stadiums – Match A, Match B, and Match C.**

1. **Initial State: Each match starts with its score vector at [0, 0, 0].**
2. **Scoring Event in Match A: Match A scores 50 runs. The score vector for Match A updates to [50, 0, 0].**
3. **Communication of Scores: Match A sends its updated score to Match B. Upon receiving this, Match B updates its score vector to [50, 30, 0], assuming its current score is 30.**
4. **Causal Order: The score vectors help us understand that Match B knew about Match A's 50 runs when it had scored 30 runs itself.**

**Example 2: Tracking Batting Orders in a Relay Match**

**Consider a relay cricket match where players from three different teams (A, B, C) bat in a sequence, and each team maintains a record of the batting order.**

1. **Initial State: Each team has a batting order vector, starting at [0, 0, 0].**
2. **Batting Event in Team A: A player from Team A bats first. Team A updates its vector to [1, 0, 0].**
3. **Relaying Batting Order: Team A communicates this update to Team B. When a player from Team B bats next, they update their vector to [1, 1, 0] before communicating it to Team C.**
4. **Causal Order: The batting order vectors show the sequence of turns and how each team is aware of the others' batting progress.**

Vector clocks are more informative than Lamport clocks because they not only provide the sequence of events but also the context of these events across different processes. **While Lamport clocks can only tell you the order of events, vector clocks can show the causal relationship between events in different parts of a distributed system. This added dimension of information is crucial for understanding interdependencies and coordinating actions across multiple processes.**

**Top of Form**

**IMPLEMENTATION IN SIMPLE STEPS:**

1. **Initialization:**
   * Each process in the system initializes a vector clock. The vector length equals the number of processes, and each element is initially set to zero.
2. **Event Occurrence:**
   * **Internal Event:** A process increments its own position in the vector clock.
   * **Sending Event:** Before sending a message, the process increments its own position in the vector clock and attaches the vector clock to the message.
   * **Receiving Event:** Upon receiving a message, the process updates each element in its vector clock to be the maximum of its current value or the received value, then increments its own position.
3. **Tracking Event Order:**
   * The vector clocks allow processes to determine if one event causally precedes another or if they are concurrent.

**By following these steps, vector clocks in a distributed system can provide a detailed and reliable method for understanding the order and causality of events across different processes, which is crucial for consistency and coordination in distributed applications. However, they require careful management due to their complexity and the overhead associated with maintaining and transmitting vector clock information.**

Top of Form

Top of Form

\*\*\*\*\*\*\*\*\*

**PROGRAM FOR LAMPORT CLOCK**

Creating a small lab program to demonstrate Lamport clocks in a distributed system can be quite insightful. Here’s a simple example in Python. This example simulates a distributed system with two processes where each process increments its own Lamport clock on an internal event and updates it upon receiving a message.

**PYTHON CODE:**

class Process:

def \_\_init\_\_(self, id):

# Constructor: Initializes the Process with an ID

# and a Lamport clock set to 0.

self.id = id

self.clock = 0

def event(self):

# Simulates an internal event: Increments the Lamport clock.

self.clock += 1

print(f"Internal event in Process {self.id}, clock: {self.clock}")

def send\_message(self, other):

# Simulates sending a message: Increments the clock

# and notifies the other process.

self.clock += 1

print(f"Process {self.id} sends message to Process {other.id}, clock: {self.clock}")

other.receive\_message(self.clock)

def receive\_message(self, timestamp):

# Simulates receiving a message: Updates the clock based on the received timestamp.

self.clock = max(self.clock, timestamp) + 1

print(f"Process {self.id} receives message, clock: {self.clock}")

# Example Usage

process1 = Process(1) # Create Process 1

process2 = Process(2) # Create Process 2

process3 = Process(3) # Create Process 3

process1.event() # Internal event in Process 1

process2.event() # Internal event in Process 2

process3.event() # Internal event in Process 3

process1.send\_message(process2) # Process 1 sends a message to Process 2

process2.send\_message(process3) # Process 2 sends a message to Process 3

process3.send\_message(process1) # Process 3 sends a message to Process 1

process3.send\_message(process2) # Process 3 sends a message to Process 2

process1.send\_message(process3) # Process 1 sends a message to Process 3

process2.send\_message(process1) # Process 2 sends a message to Process 1Top of Form

Steps to Run the Program:

1. **Environment Setup:**
   * Ensure you have Python installed on your computer. This program should work with Python 3.x.
   * **If Python is not installed, download, and install it from python.org.**
2. **Writing the Code:**
   * Open a Edit Plus or an Integrated Development Environment (IDE) like PyCharm, Visual Studio Code, or even a simple Notepad.
   * Copy the provided Python code with comments and paste it into the editor.
3. **Saving the File:**
   * Save the file with a **.py** extension, for example, **lamport\_clocks.py**.
4. **Running the Program:**
   * Open a **command line** or terminal window.
   * Navigate to the directory where you saved the file.
   * Run the program by typing **python lamport\_clocks.py** and press Enter.
     + If you have multiple Python versions installed, you might need to use **python3 lamport\_clocks.py**.
5. **Viewing the Output:**
   * The output will be displayed in the command line or terminal window.
   * You'll see the print statements showing the internal events and message exchanges along with the Lamport clock values for each process.

*This script demonstrates basic Lamport clock functionality. Each process has its own Lamport clock which is incremented on internal events and synchronized upon sending and receiving messages. The* ***send\_message*** *and* ***receive\_message*** *functions simulate the message exchange between processes, and the Lamport clock is updated according to the rules of the Lamport timestamp algorithm.*

*To see the output, run this script in a Python environment. You'll observe how the clocks get updated with each event and message exchange, illustrating how Lamport clocks can be used to order events in a distributed system.*

***This script simulates a simple scenario in a distributed system using Lamport clocks to order events, demonstrating how the clocks are updated on internal events and communication between processes.***

Top of Form

**VECTOR CLOCK PROGRAM IN PYTHON**

class Node:

def \_\_init\_\_(self, node\_id):

self.node\_id = node\_id

self.vector\_clock = {node\_id: 0}

def update\_clock(self):

self.vector\_clock[self.node\_id] += 1

def send\_message(self, receiver):

self.update\_clock() # Increment counter before sending

receiver.receive\_message(self.vector\_clock.copy())

def receive\_message(self, incoming\_clock):

for node\_id, count in incoming\_clock.items():

self.vector\_clock[node\_id] = max(self.vector\_clock.get(node\_id, 0), count)

self.update\_clock() # Increment counter after receiving

# --- Simulation ---

node\_a = Node("A")

node\_b = Node("B")

# Event 1: A sends to B

node\_a.send\_message(node\_b)

# Event 2: B sends to A

node\_b.send\_message(node\_a)

# Event 3: A sends to B

node\_a.send\_message(node\_b)

# Display Vector Clocks

print("Node A's Clock:", node\_a.vector\_clock)

print("Node B's Clock:", node\_b.vector\_clock)

Steps to Run the Program:

1. **Environment Setup:**
   * Ensure you have Python installed on your computer. This program should work with Python 3.x.
   * **If Python is not installed, download, and install it from python.org.**
2. **Writing the Code:**
   * Open an Edit Plus or an Integrated Development Environment (IDE) like PyCharm, Visual Studio Code, or even a simple Notepad.
   * Copy the provided Python code with comments and paste it into the editor.
3. **Saving the File:**
   * Save the file with a **.py** extension, for example, **vector\_clocks.py**.
4. **Running the Program:**
   * Open a **command line** or terminal window.
   * Navigate to the directory where you saved the file.
   * Run the program by typing **python lamport\_clocks.py** and press Enter.
5. **Viewing the Output:**
   * The output will be displayed in the command line or terminal window.
   * You'll see the print statements showing the internal events and message exchanges along with the Lamport clock values for each process.